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RESUMEN

Este trabajo presenta el disefio e implementacion de un asistente virtual interactivo orientado a la resolucion
de dudas técnicas sobre motocicletas, especificamente la Boxer CT100 KS. El sistema fue construido
utilizando un enfoque de Retrieval-Augmented Generation (RAG) combinado con modelos de lenguaje de
gran escala (LLMs), operando de manera completamente local a través de una interfaz web con un avatar
2D. La base de conocimientos se gener6 a partir de manuales técnicos, los cuales fueron procesados y
almacenados en una base de datos vectorial. Se evaluaron multiples combinaciones de modelos de
embeddings y generativos mediante marcos como RAGAS y DeepEval, utilizando métricas como
faithfulness, context precision y answer relevancy. Los resultados permitieron identificar configuraciones
optimas del sistema, donde las mejores destacaron en las métricas clave —como el modelo de embedding
sentence-transformers y de lenguaje Llama-3.3-70b, que logrd un faithfilness de 0.964 y context precision
de 0.971 en RAGAS-Mistral, y el modelo de embedding intfloat/multilingual-e5-base y Llama-3.3-70b, que
alcanzd un answer relevancy de 0.971 en DeepEval-Llama3—, demostrando la viabilidad de soluciones
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personalizadas y privadas para asistencia técnica basada en IA. Se proponen mejoras mediante la
incorporacion de capacidades multimodales y la ampliacion del corpus técnico.

Palabras clave: Asistente virtual, RAG, LLM, motocicletas, LangChain, evaluacién automatica,
inteligencia artificial.

ABSTRACT

This work presents the design and implementation of an interactive virtual assistant designed to resolve
technical inquiries about motorcycles, specifically the Boxer CT100 KS. The system was built using a
Retrieval-Augmented Generation (RAG) approach, combined with large language models (LLMs), and
operates entirely locally through a web interface with a 2D avatar. The knowledge base was generated from
technical manuals, which were processed and stored in a vector database. Multiple combinations of
embedding and generative models were evaluated using frameworks such as RAGAS and DeepEval,
applying metrics like faithfulness, context precision, and answer relevancy. The results allowed the
identification of optimal system configurations, where the best ones excelled in key metrics —such as the
sentence-transformers embedding model combined with the Llama-3.3-70b language model, achieving a
faithfulness score of 0.964 and context precision of 0.971 in RAGAS-Mistral, and the intfloat/multilingual-
eS-base embedding model with Llama-3.3-70b, reaching an answer relevancy of 0.971 in DeepEval-
Llama3—, demonstrating the feasibility of customized and private Al-based technical assistance solutions.
Improvements are proposed through the incorporation of multimodal capabilities and the expansion of the
technical corpus.

Keywords: Virtual assistant, RAG, LLM, motorcycles, LangChain, automatic evaluation, artificial
intelligence.

1. Introduccion

El desarrollo de asistentes virtuales ha experimentado un crecimiento significativo gracias a los avances en
inteligencia artificial (IA), particularmente en modelos de lenguaje de gran escala (LLMs) y sistemas de
Retrieval-Augmented Generation (RAG). Modelos como GPT-4 o Grok procesan preguntas complejas en
lenguaje natural y entregan respuestas relevantes para el usuario. No obstante, su uso en dominios
especificos enfrenta desafios debido a la terminologia técnica, lo cual ha sido abordado mediante sistemas
RAG aplicados a la gestion del conocimiento industrial, alcanzando un MRR del 88% en servicios técnicos
[1]. Asimismo, se ha demostrado que los LLMs pueden integrarse en sistemas de recomendacion para
capturar conocimiento de dominio abierto y mejorar la personalizacion en aplicaciones como la
recomendacion de productos [2].

El sistema RAG combina recuperacion de informacion con generacion de texto, utilizando una base de
conocimientos (por ejemplo, catalogos de repuestos) para reducir alucinaciones del LLM y proporcionar
respuestas contextualizadas. Su efectividad en entornos industriales ha sido demostrada mediante el uso de
BM25 y embeddings para recuperar informacion técnica [1]. También se ha aplicado en asistentes de
mantenimiento basados en ontologias OWL, combinando grafos de conocimiento con LMs para mejorar la
precision contextual en procedimientos técnicos, lo cual es relevante para la recomendacion de repuestos



[3]. De forma similar, un enfoque hibrido KG-Vector RAG integré grafos de conocimiento con recuperacion
vectorial, logrando una precision de coincidencia exacta del 77,8%, lo que refuerza su viabilidad en
dominios técnicos [4]. Ademads, se ha empleado en control de calidad en manufactura, utilizando
embeddings semanticos y reranking para diagnosticar defectos, con un enfoque transferible a la
identificacion de repuestos [5]. En contextos educativos, ha mejorado la precision en respuestas a preguntas
de libros de texto en un 9,84% [6]. Finalmente, la recuperacion generativa (GCoQA) elimina la necesidad
de indices vectoriales y mejora la recuperacion en un 13,6%, ofreciendo una alternativa eficiente para este
tipo de aplicaciones [7].

Se ha demostrado que la inteligencia artificial, incluyendo redes neuronales y aprendizaje por transferencia,
mejora su precision al mitigar la escasez de datos [8]. También se han utilizado LLMs para generar datos
sintéticos que optimizan modelos de recuperacion densa, un método aplicable a la creacion de consultas
sintéticas de repuestos en escenarios con informacion limitada [9]. El aprendizaje por refuerzo profundo
(DRL) ha sido explorado para adaptar recomendaciones a preferencias dinamicas, lo cual permitiria
personalizar sugerencias en entornos como talleres [10]. En el contexto del comercio electronico, se
identifican tendencias como la recuperacion basada en contenido, especialmente relevantes para catalogos
de repuestos [11]. Ademas, se ha observado que los usuarios expertos prefieren sistemas colaborativos, 1o
que sugiere combinar ambos enfoques para atender tanto a mecanicos como a usuarios inexpertos [12].
Finalmente, los LLMs pueden reforzar estos sistemas al integrar conocimiento externo, aportando una
ventaja significativa para el asistente propuesto [2]

Las aplicaciones de asistentes virtuales y sistemas de recomendacion en la literatura son diversas. En
entornos industriales, se ha utilizado RAG para la gestion del conocimiento y el control de calidad, con
enfoques aplicables a la recomendacion de repuestos [1,5]. También se ha implementado un asistente virtual
basado en RAG (RAGVA) en la gestion de carreteras, abordando desafios de ingenieria como la
escalabilidad y la evaluacion, aspectos relevantes para el desarrollo del asistente virtual [13]. En el ambito
de la salud, RAG ha sido utilizado para extraer informacion clinica y responder preguntas neurolégicas, 1o
que demuestra su versatilidad en dominios técnicos complejos [14,15]. Asimismo, se ha aplicado para
generar resumenes en lenguaje sencillo, una técnica util para explicar repuestos a usuarios no especializados
[16]. Finalmente, se han explorado factores que influyen en la adopcion de asistentes de voz, resaltando su
papel de apoyo, analogo al que se propone en talleres mecanicos [17].

Los asistentes virtuales enfrentan diversas barreras. Se han identificado preocupaciones relacionadas con la
privacidad, la confianza y los costos en su adopcion dentro del comercio minorista, aspectos también
relevantes para usuarios en talleres mecanicos [18]. Estas inquietudes se complementan con los desafios en
la evaluacion de sistemas RAG, donde se requiere el uso de métricas robustas para asegurar su fiabilidad en
aplicaciones practicas [13]. En este sentido, RAGAS (Retrieval Augmented Generation Assessment) surge
como un framework innovador para la evaluacion automatizada de sistemas RAG, sin necesidad de
anotaciones humanas. RAGAS propone métricas estandarizadas como Context Precision, Context Recall,
Faithfulness y Answer correctness, que evaluan la relevancia y precision de la recuperacion de informacion,
la fidelidad del modelo de lenguaje y la calidad de las respuestas generadas. Este enfoque es crucial en
entornos como talleres mecanicos, donde la exactitud en la informacion sobre repuestos o procedimientos
técnicos es vital para la confianza del usuario [19]. En contextos domésticos y vehiculares, se ha revisado
el papel de los asistentes de voz proactivos, destacando que la capacidad de anticipar necesidades podria



mejorar la experiencia en entornos como talleres [20]. Finalmente, se ha subrayado la importancia de
abordar aspectos €ticos y de privacidad en sistemas de recomendacion, lo que implica garantizar
transparencia en el tratamiento de los datos de repuestos [21].

Este articulo propone un asistente virtual implementado mediante tecnologias web, utilizando un avatar 2D
local que funciona directamente en el navegador. El objetivo fue recomendar repuestos y resolver dudas
técnicas sobre motocicletas, particularmente la Boxer CT100 KS, mediante un sistema RAG respaldado por
un modelo de lenguaje de gran escala (LLM). Para ello se desarroll6 una base de conocimientos precisa y
actualizada, lo cual implicé el procesamiento de manuales técnicos y documentos oficiales, que en
escenarios futuros podria requerir colaboracion directa con fabricantes de motocicletas. La compatibilidad
de repuestos representd otro reto, similar a los problemas de precision en sistemas de control de calidad, ya
que ya que exigia una identificacion exacta de componentes intercambiables y verificables a partir de
catalogos técnicos limitados. También se consideraron aspectos criticos como la privacidad del usuario y la
eficiencia del sistema, especialmente al ejecutarse de manera completamente local sin depender de servicios
en la nube. Destacandose varias ventajas: (i) personalizacion del agente, habilitada por el uso de LLMs y
recuperacion aumentada por generacion (RAG), (ii) arquitectura del sistema escalable hacia otras marcas o
modelos de vehiculos, con potencial de incorporar elementos visuales o tutoriales interactivos en futuras
versiones, (iii) evaluacion robusta del desempefio mediante RAGAS y DeepEval, y (iv) reproducibilidad y
extensibilidad por parte de la comunidad cientifica.

En resumen, el flujo de trabajo propuesto, desde la extracciéon y segmentacion de manuales técnicos con
pdfplumber, la generacion de embeddings multilingilies y almacenamiento en Chroma, hasta la integracion
en LangChain con LLMs locales, interfaz en Flask y la evaluacion mediante RAGAS y DeepEval, demostro
una solucion robusta, privada y de alto rendimiento para asistencia técnica en motocicletas, con
configuraciones Optimas que superaron el 0.96 en métricas clave como fidelidad y precision contextual.

2.  Metodologia

El desarrollo del presente proyecto se basa en la creacion de un asistente virtual interactivo capaz de
responder preguntas, orientado a la resolucion de dudas y preguntas que tenga el usuario acerca de la moto
Boxer ct100 KS, para lo cual se proprone el flujo de trabajo descrito en al Figura 1. Este sistema se apoyo
en un enfoque de Retrieval-Augmented Generation (RAG), utilizando modelos de lenguaje de gran escala
(LLMs) para proporcionar respuestas precisas, contextualizadas y con un lenguaje natural. La solucion se
implemento principalmente en Python, integrando un framework como LangChain que es un framework de
codigo abierto disefiado para facilitar la construccion de aplicaciones que integran modelos de lenguaje con
datos externos, permitiendo orquestar flujos complejos de interaccion entre LLMs, bases de datos, APIs y
documentos locales [22], junto a multiples librerias y otros frameworks orientados al procesamiento de
documentos, la generacion de embeddings y la conversion de texto a voz.



Figura 1: Flujo de trabajo del asistente virtual interactivo.
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El entorno visual y de interaccion con el usuario fue desarrollado utilizando tecnologias web (HTML, CSS
y JavaScript). Se disefi6é un avatar animado en 2D que se ejecutan localmente en el navegador, sin depender
de entornos graficos externos. Este avatar respondia visualmente a los mensajes del asistente mediante
animaciones que simulaban movimiento al hablar, las cuales se activaban durante la reproduccion de audio.
La voz del asistente se generd mediante la API de sintesis de voz nativa del navegador (SpeechSynthesis),
lo cual permitié mantener toda la solucion de manera local, sin requerir acceso a servicios externos de texto
a voz. Finalmente, se llevo a cabo una comparacion entre las distintas respuestas generadas por los modelos
seleccionados, con el fin de clasificar la utilidad y viabilidad de las recomendaciones ofrecidas.

2.1. Extraccion y procesamiento de informacion

El primer paso en la progresion fue el establecimiento de una base de conocimientos compuesta
principalmente por manuales de usuario final junto a catalogos técnicos y guias de ventas de la motocicleta.
Estos estaban en formato pdf y al ser tecnoldgicamente ricos tenian varias dificultades de extraccion de
informacioén como consecuencia de su riqueza en imagenes, tablas y formatos no textuales.

Para enfrentar este reto, se hizo uso de la biblioteca pdfplumber, que facilita el desglose minucioso de texto
y estructuras como tablas a partir de documentos en formato PDF [23]. Adicionalmente, se migraron todos
los documentos que se encontraban almacenados en una ruta especifica del proyecto y se hizo un proceso
de segmentacion (chunking) que involucrd segmentar cada escritura en tramos de texto como maximo de
1000 caracteres, dejando un solapamiento de 100 caracteres entre tramos, lo cual funcioné como ventana
de contexto entre un chunk y otro.

Ademas del texto plano, se utiliz6 un proceso auxiliar para desplegar las tablas incluidas en los documentos.
Cada tabla se descompuso en filas, y sus valores fueron concatenados y normalizados sin perder su
estructura informativa y evitando asi pérdida de contenido relevante. El texto de cada pagina y sus tablas
incluidas se unieron en un Unico conjunto de entrada que luego fue procesada como un objeto enriquecido
con metadatos como es el caso del nombre del archivo, fuente y paginas en total. Esta estructura asegurd un



manejo mas solido de informacion que permitio trazabilidad facil de las respuestas generadas y sin perder
mucha informacion que resulto Gtil al momento de generar las respuestas.

2.2. Generacion de la base de datos vectorial

Una vez que estaba extraida y segmentada toda la informacion, el siguiente paso involucré almacenar en
una base de datos vectorial el conocimiento resultante. Para este fin se utilizo Chroma, que es un
almacenador especializado en datos vectoriales. Chroma es capaz de sustituir texto en forma de vectores
numeéricos usando embeddings y asi permite calcular la semantica de semejanza entre preguntas de usuario
y pasajes de base de datos[24]. Basicamente Chroma es un sistema de base de datos vector que es capaz de
procesar eficientemente busqueda semantica sobre grandes cantidades de texto tanto estructurado como no
estructurado y es particularmente valioso en sistemas RAG centrados en recuperacion y generacion de
informacion técnica. Los embeddings fueron generados utilizando modelos integrados en LangChain, que
permiten convertir cada fragmento textual en una representacion matematica de alta dimension, los
utilizados en el proyecto son intfloat/multilingual-e5-base y sentence-transformers/paraphrase-multiling
ual-MiniLM-L12-v2 utilizando técnicas como en este caso la de la similitud del coseno, la cual se representa
de la siguiente forma:

Sm(A B) = A

Donde A y B son vectores de alta dimension generados a partir de texto natural mediante modelos de
embedding. Esta es una métrica cominmente empleada para medir la cercania semantica entre textos
representados como vectores. Estas representaciones fueron almacenadas en un repositorio persistente,
donde pueden ser consultadas de manera rapida cada vez que el usuario realiza una pregunta sin necesidad
de volver a crear todo el embedding. Gracias a este enfoque, el sistema es capaz de recuperar el fragmento
mas relevante desde la base de datos vectorial, sirviendo como insumo directo para la generacion de
respuestas por parte del modelo de lenguaje elegido.

2.3. Definir la configuracion del modelo generativo y la definicion del asistente

Una vez procesada la de base de datos de vectorial, utilizamos un generador de modelos de lenguaje (LLM),
que pueda entender consultas en un idioma natural y dar respuestas claras y acoplables. A esa finalidad
recurrimos modelos como gemini-2.0-flash, Llama 3.3-70b y gemma?2-9b-it experimentalmente verificados.
Se definié un prompt especifico para configurar la personalidad del asistente virtual. Este prompt se
encuentra en el GitHub del proyecto [25] y describe el rol del agente como un asesor técnico especializado
en motocicletas especialmente en la Boxer CT100 KS, capacitado para responder preguntas sobre garantias,
procedimientos de mantenimiento y dudas de localizacion de partes. Esta personalizacion permite generar
respuestas mas alineadas con el tono y la intencion del proyecto, aportando valor al usuario final mediante
un lenguaje técnico, claro y empatico. En esta parte también agregamos un historial de las respuestas
preguntas y respuestas formuladas anteriormente para que asi el agente tenga contexto de los temas de los
cuales se esta hablando y evite ser redundante en cosas que ya han quedado claras, como también limitamos
la cantidad de chunks que mas se parezcan a la consulta del usuario para el anexo a la query la cual se le
manda al modelo de lenguaje.



2.4. Entorno Virtual

El sistema fue implementado con una interfaz grafica web construida sobre el framework Flask, permitiendo
al usuario interactuar con el asistente de forma completamente local. A través de esta interfaz, el usuario
puede formular sus preguntas por medio de texto escrito, enfocadas a dudas técnicas sobre la motocicleta
Boxer CT 100 KS. Cada vez que se realiza una consulta, ésta es enviada al backend desarrollado en Python,
donde se procesa mediante el RAG. La respuesta generada se muestra en pantalla dentro de la misma interfaz
web, garantizando una experiencia fluida y directa. Ademas, el sistema incluye una funcionalidad de
retroalimentacion auditiva. Una vez generada la respuesta textual, esta se convierte en un archivo de audio
en formato MP3, el cual se reproduce automaticamente en la interfaz mediante un reproductor HTMLS.
Esta caracteristica otorga un componente mds natural e inmersivo a la interaccidon con el asistente,
asemejandose al comportamiento de un asesor técnico con voz propia.

2.5. Evaluaciéon y comparaciéon de modelos

Por ultimo, para autentificar el rendimiento del sistema, se propone realizar una evaluacion comparativa
entre los tres modelos lingiiisticos, gemini-2.0-flash, Llama 3.3-70b y gemma2-9b-it. Para llevar a cabo esta
evaluacion, se utilizara el marco de evaluacion RAGAS y DeepEval para analizar objetivamente el
rendimiento de los sistemas basados en RAG [26], como se aprecia en la Figura 2. RAGAS permite analizar
diferentes aspectos del sistema evaluando tanto la fase de recuperacion de contexto como la de generacion
de respuestas[26]. Por su parte, DeepEval proporciona un marco robusto para evaluar modelos de lenguaje,
enfocandose en métricas que complementan el analisis de RAGAS, permitiendo una evaluacion integral del
desempefio del sistema [26]. En este proyecto se utilizaran tres métricas clave proporcionadas por los marcos
evaluadores: Faithfulness, Context precision y Answer relevancy.

e Faithfulness evalua la fidelidad factual de las respuestas generadas, verificando que estén
fundamentadas unicamente en el contexto recuperado y no contengan alucinaciones o informacion
externa no sustentada.

e Context precision mide qué tan relevante y especifico es el fragmento de informacién recuperado
en relacion con la pregunta formulada.

e Answer relevancy se centra en evaluar qué tan pertinente es la respuesta generada para el mensaje
dado. Se asigna una puntuacion mas baja a las respuestas que estan incompletas o contienen
informacién redundante y las puntuaciones mas altas indican una mejor relevancia.

Para la evaluacion se construy6 un conjunto de datos compuesto por 28 preguntas formuladas, centradas en
aspectos técnicos y operativos de la motocicleta Boxer CT 100 KS. Cada entrada en el dataset incluye la
pregunta del usuario, el contexto recuperado desde la base vectorial, la respuesta generada por el sistema y
una respuesta esperada validada manualmente, la cual sirvio como punto de referencia para calcular las
métricas deseadas, estas respuestas esperadas fueron formuladas de multiples lecturas a la base.



Figura 2: Pipeline para la evaluacion de sistema RAG
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de conocimientos cargada al sistema como también el ingreso a un LLM mas grande (GPT 4) luego se
sintetizaron las respuestas para asi poder tener las ground truths incorporadas en el conjunto de datos. Este
conjunto sera aplicado a las seis combinaciones posibles entre los modelos de embeddings y los modelos
generativos (2 embeddings x 3 modelos generativos) en los dos marcos evaluativos, permitiendo una
evaluacion comparativa sistematica de cada configuracion. El analisis resultante permitié identificar qué
combinacion de modelos ofrece un mejor equilibrio entre fidelidad, precision contextual y exactitud de
respuestas, proporcionando asi evidencia empirica para orientar futuras decisiones de mejora en el disefio
del sistema de asistencia virtual.

3.  Resultados y discusion

Los resultados obtenidos corresponden a la evaluacion de seis combinaciones entre dos modelos de
embedding —E1: intfloat/multilingual-e5-base y E2: sentence-transformers/paraphrase-multilingual -
MiniLM-L12-v2— con tres modelos de lenguaje —L1: Gemini-2.0-flash, L2: Llama-3.3-70b-versatile, y
L3: gemma2-9b-it. El codigo desarrollado se encuentra disponible en el siguiente enlace al repositorio de
GitHub: https://github.com/EIWilly9/AsistentedeMotosRAG.

La evaluacion se realizo utilizando dos marcos: RAGAS y DeepEval, cada uno aplicado con dos modelos
evaluadores distintos: Llama3 y Mistral. Las Tablas 1 y 2 muestran los puntajes obtenidos con RAGAS. En
la evaluacion con Llama3, la combinacion E2L2 presenta el valor mas alto en faithfulness (0.601), mientras
que E1L2 alcanza el mejor resultado en answer relevancy (0.174). En cuanto a context precision, el mayor
valor se obtiene con E1L3 (0.510). Por otro lado, bajo RAGAS con Mistral, E2L2 destaca en faithfulness
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con un valor de 0.813, seguido de cerca por E1L2 con 0.784. Las combinaciones E2L1 (0.835) y E2L.2
(0.822) logran las mayores puntuaciones en context precision. En answer relevancy, los valores son bajos
en general, siendo E1L.3(0.139) el mas alto.

Las Tablas 3 y 4 presentan los resultados utilizando DeepEval. En este marco, se observa un desempeiio
superior en answer relevancy, donde E1L2 obtiene los mejores resultados con ambos evaluadores (0.810
con Llama3 y 0.795 con Mistral). En faithfulness, la combinaciéon mas destacada con Llama3 es E1L1
(0.530), mientras que con Mistral es E2L1 (0.465). La métrica context precision alcanza su valor maximo
con E1L2 (0.415) usando Mistral.

Tabla 1: Evaluacion de combinaciones de modelos de embedding(E) y LLM (L) para RAG usando RAGAS
con Llama3:8b

Modelo Faithfulness Answer Relevancy Context Presicion
E1L1 0.526 0.131 0.508
E1L2 0.525 0.174 0.319
E1L3 0.524 0.144 0.510
E2L1 0.511 0.122 0.354
E2L2 0.601 0.136 0.310
E2L3 0.563 0.104 0.354

Tabla 2: Evaluacion de combinaciones de modelos de embedding(E) y LLM (L) para RAG usando RAGAS
con Mistral:7b

Modelo Faithfulness Answer Relevancy Context Presicion
EILI1 0.436 0.120 0.724
E1L2 0.784 0.137 0.801
EIL3 0.488 0.139 0.803
E2L1 0.468 0.106 0.835
E2L2 0.813 0.119 0.822
E2L3 0.393 0.096 0.762

Tabla 3: Evaluacion de combinaciones de modelos de embedding(E) y LLM (L) para RAG usando
DeepEval con Llama3:8b

Modelo Faithfulness Answer Relevancy Context Presicion

EILI1 0.530 0.613 0.421



E1L2 0.414 0.810 0.271

E1L3 0.406 0.755 0.318
E2L1 0.387 0.709 0.338
E2L2 0.453 0.696 0.364
E2L3 0.452 0.565 0.276

Tabla 4: Evaluacion de combinaciones de modelos de embedding(E) y LLM (L) para RAG usando
DeepEval con Mistral:7b

Modelo Faithfulness Answer Relevancy Context Presicion
EIL1 0.438 0.672 0.264
E1L2 0.251 0.795 0.415
EIL3 0.351 0.580 0.350
E2L1 0.465 0.728 0.301
E2L2 0.265 0.697 0.343
E2L3 0.286 0.643 0.288

Durante la evaluacion, se detectaron errores en el calculo de las métricas por parte de RAGAS y DeepEval,
especialmente en preguntas con respuestas extensas o estructuras complejas, generando valores nulos o
igualados a cero. Las tablas anteriores incluyen estos casos, por lo que reflejan el comportamiento general
del sistema considerando también su fragilidad ante ciertas entradas.

3.1. Promedios sin errores de evaluacion

Para mitigar los efectos de los errores mencionados, se calcularon promedios filtrados considerando
unicamente las métricas validas. Las Tablas 5 y 6 muestran los resultados bajo RAGAS. En ambas
evaluaciones, todas las combinaciones alcanzan valores superiores a 0.76 en context precision, y en general
se observan mejoras notables respecto a las tablas originales.

Tabla 5: Promedios filtrados para RAG usando RAGAS con Llama3:8b

Modelo Faithfulness Answer Relevancy Context Presicion

EILI 0.803 0.281 0.908
EIL2 0.767 0.269 0.843




E1L3 0.882 0.280 0.821

E2L1 0.707 0.203 0.766
E2L2 0.819 0.293 0.808
E2L3 0.861 0.214 0.810

Tabla 6: Promedios filtrados para RAG usando RAGAS con Mistral:7b

Modelo Faithfulness Answer Relevancy Context Presicion
E1L1 0.823 0.255 0.950
E1L2 0.881 0.265 0.919
EIL3 0.944 0.281 0.961
E2L1 0.684 0.216 0.964
E2L2 0.964 0.293 0.971
E2L3 0.650 0.218 0.827

Con RAGAS y Llama3, E1L3 logra el mayor faithfulness (0.882), mientras que con Mistral, E2L2 destaca
con 0.964. En ambos casos, los valores de context precision superan 0.80 en la mayoria de combinaciones.

En el caso de DeepEval (Tablas 7 y 8), los resultados también muestran una mejora significativa. Bajo
Llama3, E1L1 obtiene el mayor faithfulness (0.922), y E1L2 alcanza 0.971 en answer relevancy. Bajo
Mistral, varias combinaciones alcanzan valores perfectos de 1.000 en faithfulness, como E1L1, E1L3 y
E2L3. En cuanto a context precision, las puntuaciones mas altas se registran en E1L3 (0.905 con Mistral) y
EIL1 (0.715 con Llama3). Estos resultados refuerzan la hipdtesis de que el sistema presenta un buen
desempefio cuando los evaluadores procesan correctamente las salidas.

En cuanto a context precision, las puntuaciones mas altas se registran en E1L3 (0.905 con Mistral) y E1L1
(0.715 con Llama3). Estos resultados refuerzan la hipdtesis de que el sistema presenta un buen desempefio
cuando los evaluadores procesan correctamente las salidas.

Tabla 7: Promedios filtrados para RAG usando DeepEval con Llama3:8b

Modelo Faithfulness Answer Relevancy Context Presicion
EILI1 0.922 0.845 0.715
E1L2 0.753 0.971 0.564

EIL3 0.717 0.866 0.593




E2L1 0.725 0.807 0.529
E212 0.765 0.671 0.490
E2L3 0.917 0.500 0.603

Tabla 8: Promedios filtrados para RAG usando DeepEval con Mistral:7b

Modelo Faithfulness Answer Relevancy Context Presicion
E1L1 1.000 0.875 0.500
E1L2 0.754 0.819 0.637
E1L3 1.000 0.750 0.905
E2L1 0.833 0.932 0.715
E2L2 0.833 0.750 0.720
E2L3 1.000 0.792 0.543

En conjunto, los promedios filtrados ofrecen una estimacion mas realista del rendimiento del sistema, al
eliminar el sesgo provocado por los errores en la evaluacion. Ademas, brindan evidencia clara para tomar
decisiones informadas sobre qué combinaciones de modelos utilizar en un entorno de produccion.

En cuanto al desempefio, se observd que no existia una tinica combinacion dominante de modelos. Sin
embargo, algunas configuraciones, como E1L2 y E2L.2, lograron destacar en diferentes métricas evaluadas
por RAGAS y DeepEval, lo cual coincidi6é con hallazgos en la literatura sobre la importancia de ajustar
tanto el modelo generativo como el modelo de recuperacion para lograr un mejor balance entre fidelidad y
precision contextual [19,10]. Ademads, la comparacion de métricas filtradas, excluyendo respuestas mal
evaluadas, permitidé una evaluacién mas realista del sistema y destacd su robustez ante consultas bien
estructuradas.

No obstante, también se identificaron limitaciones importantes. Algunos errores sistematicos de evaluacion
en las métricas automadticas dificultaron la comparacion global entre combinaciones de modelos,
particularmente en preguntas complejas o respuestas largas. Esta situacion resalta la necesidad de contar
con evaluaciones complementarias, incluyendo validaciéon manual o el disefio de datasets de prueba mas
controlados. Asimismo, la calidad de las respuestas estuvo limitada por la calidad y cobertura de los
documentos base, lo cual sugiere que la expansion de la base de conocimiento podria mejorar
significativamente el desempefio del sistema.

Finalmente, el sistema se limit6 a responder preguntas textuales con apoyo de voz, sin incorporar imagenes,
diagramas ni funcionalidades interactivas mas avanzadas. La incorporacion de capacidades multimodales y
mecanismos de retroalimentacion de usuario serian pasos naturales en futuras iteraciones del sistema, tal
como ha sido propuesto en trabajos recientes sobre asistentes virtuales proactivos y adaptativos [20,10].



4. Conclusiones

El desarrollo del asistente virtual propuesto demostré la viabilidad de integrar técnicas de Retrieval-
Augmented Generation (RAG) con modelos de lenguaje de gran escala (LLMs) para la recomendacién
técnica de repuestos y la resolucion de dudas en el dominio especifico de motocicletas, en este caso la Boxer
CT 100 KS. A través de la construccidon de una base de conocimientos a partir de documentos técnicos y su
transformacion en una base de datos vectorial, fue posible recuperar informacion relevante y generar
respuestas contextualizadas en lenguaje natural.

El sistema fue disefiado para operar de manera local, utilizando tecnologias web y un avatar animado en 2D
que permite una experiencia de interaccion fluida y accesible, sin requerir conexion a servicios externos.
Esta decision técnica también contribuyd a garantizar la privacidad del usuario y facilitar la ejecucion del
sistema en entornos con recursos limitados. Y, dada su naturaleza de cddigo abierto, que facilita su
extensibilidad hacia nuevas funcionalidades, se convierte en una alternativa a los sistemas propietarios.

Los experimentos realizados, utilizando multiples combinaciones de modelos de embeddings y generativos,
permitieron identificar dos configuraciones con mejor rendimiento en términos de fidelidad, relevancia
contextual y precision de respuesta. Ademas, el uso de marcos de evaluaciéon como RAGAS y DeepEval
ofrecié una base objetiva y reproducible para valorar la calidad de las respuestas del sistema. La
configuracion con mejore desempeiio fue E2L2 (sentence-transformers/paraphrase-multilingual-MiniLM -
L12-v2 + Llama-3.3-70b) con un faithfulness de 0.964 y context precision de 0.971 en RAGAS-Mistral, y
la segunda fue E1L2 (intfloat/multilingual-e5-base + Llama-3.3-70b) con un answer relevancy de 0.971 en
DeepEval-Llama3. Aunque existen limitaciones relacionadas con errores de evaluacion en respuestas
complejas, el sistema mostréo un comportamiento robusto y un claro potencial para ser escalado a otros
vehiculos o marcas.

El sistema propuesto presentd varias limitaciones inherentes al enfoque adoptado. En primer lugar, los
modelos de lenguaje empleados fueron predominantemente de codigo abierto, como Gemma2-9b-it y
Llama-3.3-70b, con un numero relativamente limitado de parametros en comparacién con alternativas
propietarias de mayor escala, como GPT-4 o 5. Esta restriccion en la capacidad de parametros y en la
complejidad estructural de los modelos pudo influir en la profundidad de las respuestas generadas,
potencialmente incrementando la incidencia de alucinaciones o imprecisiones en consultas técnicas
complejas, aunque se mitigd parcialmente mediante el uso de RAG. En segundo lugar, la base de
conocimientos se vio confinada a datos publicos proporcionados por el fabricante, incluyendo manuales de
usuario, carteles publicitarios y materiales de ventas, lo que excluyd informacion propietaria o detallada
sobre componentes internos, diagndsticos avanzados o actualizaciones no divulgadas; esta limitacion
restringio la cobertura integral del sistema y su capacidad para abordar escenarios reales de mantenimiento
o reparacion. Finalmente, los marcos evaluadores utilizados, RAGAS y DeepEval, respaldados por modelos
como Llama3 y Mistral, estan sujetos a sesgos inherentes en sus algoritmos de puntuacion, ya que dependen
de interpretaciones subjetivas de lo que constituye una respuesta optima o veridica, lo cual se evidencid en
errores de calculo observados durante la evaluacion de respuestas extensas o complejas.

Como trabajo futuro, se propone ampliar la base de conocimientos con fuentes actualizadas directamente
proporcionadas por fabricantes, incorporar capacidades multimodales para soportar imagenes o diagramas
de piezas, y evaluar el sistema en escenarios reales con usuarios finales en talleres o entornos de servicio



técnico. Asimismo, podria integrarse un médulo de retroalimentacion continua para mejorar el sistema de

forma iterativa con base en las interacciones registradas.
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